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ABSTRACT

Standard randomized rumor spreading algorithms propagate
a piece of information, so-called the rumor, in a given net-
work that proceed in synchronized rounds. Starting with a
single informed node, in each subsequent round, every node
calls a random neighbor in order to exchange the rumor (by
sending the rumor to the neighbor (push algorithm) or ask-
ing it from the neighbor (pull algorithm)). Panagiotou et
al. [ISAAC’13] considered a multiple-call version of the algo-
rithms where each node is enabled to make more than one
call in each round. The number of calls of a node is indepen-
dently chosen from a probability distribution R. Seeking for
a more realistic model, we propose an asynchronous version
of the multiple-call algorithms on fully connected networks.
In our model, each node has an independent Poisson clock
whose rate may differ from others. Basically, the clock rate of
each node is independently drawn from a probability distri-
bution R at the beginning of the process. The push algorithm
starts with a single informed node, when the clock of an in-
formed node rings, the node contacts a random neighbor and
sends (pushes) the rumor to the neighbor. Similarly, in the
push-pull, if the clock of a node rings, then the node contacts
a random neighbor in order to exchange the rumor. We study
the effect of R on the spreading time of the algorithms, which
is the time that the algorithm needs to inform all nodes. In
this work, we show that if R is a power law distribution with
exponent β ∈ (2, 3) and ε ∈ [1/n, 1 − 1/n] be an arbitrary
number. Then, in expectation, after O(1+log(1/ε)) time the
push-pull algorithm informs at least (1 − ε)n nodes. More-
over, ifR is an arbitrary distribution with bounded mean and
variance, we show that the push algorithm spreads the rumor
in a complete network with n nodes in 2 logn

E[R]
± O(log log n)

time, with high probability.

CCS CONCEPTS

• Mathematics of computing → Probabilistic algo-
rithms; • Theory of computation → Network flows.
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1 INTRODUCTION

Standard randomized rumor spreading algorithms are im-
portant primitives for disseminating a piece of information,
so-called the rumor, in large and complex networks. One
basic variant of these algorithms is the standard push al-
gorithm which proceeds in synchronized rounds. Initially, an
arbitrary node in a given network knows the rumor. Then, in
each subsequent round, every informed node selects a neigh-
bor uniformly at random and sends (pushes) the rumor to
that neighbor. Similarly, in the standard pull algorithm, in
each round, every uninformed node calls a random neigh-
bor and tries to learn the rumor from it. Moreover, in the
standard push-pull algorithm, every node contacts a random
neighbor and they learn the rumor from each other, if at
least one of them knows it. The algorithms are based on a
simple idea that, in each round, every node may contact a
random neighbor which causes them to be local, scalable and
robust against network failures (cf. [9, 11]). Demers et al. [6]
first introduced the standard push-pull protocol to propagate
an update in a network that consists of replicated databases.
Subsequently, the rumor spreading algorithms have been suc-
cessfully applied in many settings such as failure detection
[25], resource discovery [18], load balancing [4], data aggre-
gation [21], and analysis of the spread of computer viruses
[3]. A well-studied parameter related to the algorithms (i.e.,
push, pull, and push-pull) on a network is the spreading time
which is the time for which all nodes of the network become
informed. Doerr et al. [7] proposed an algorithm in order to
reduce the message complexity, which is the total number of
messages sent by entities of the network during the algorithm
execution. Panagiotou et al. [22] considered a variation of the
rumor spreading algorithms, so-called the multiple-call pro-
tocols, where each node is enabled to contact more than one
random neighbor in each round. More precisely, before the
algorithm starts, each node, say u, picks a random number
ru from a given probability distribution R over positive in-
tegers. Starting with a single informed node, in each round,
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every node u calls ru random neighbor(s) in order to ex-
change the rumor (using push, pull, or push-pull operation).
In this model, provided R has a bounded mean, the message
complexity increases by at most a constant factor while the
rumor spreads faster than the standard randomized rumor
spreading algorithms.

Besides the synchronized rumor spreading algorithms, an
asynchronous version of the algorithms was defined so that
nodes do not act in a synchronized manner, instead each
node has a clock that ticks according to the arrival times
of a rate 1 Poisson process. When the clock of a node ticks,
the node contacts a randomly selected neighbor to exchange
the rumor (i.e., either push the rumor to the neighbor or
pulls the rumor from the neighbor). Motivated by applica-
tions in sensor, peer-to-peer, social, and ad hoc networks
where a centralized clock does not exist, Boyd et al. [4] con-
sidered the asynchronous push-pull algorithm. In a different
context, Janson [19] showed the asynchronous push-pull re-
quires log n+O(1) time to spread the rumor in a complete
network on n nodes.

In a large and complex network, entities may have differ-
ent communication power and act according to their person-
alized clocks. Seeking for a more realistic model, we consider
an asynchronous version of the multiple-call protocols, where
each node, say u, has an independent Poisson clock with rate
ru, where ru is a random number drawn from R. We some-
times refer to the model as multiple-rate algorithms.

1.1 Our results

In this paper, we throughly study a variation of the asyn-
chronous push and push-pull protocols on fully connected
networks where the clock of each node ticks at arrival times
of a Poisson process whose rate may differ from the others.
More precisely, let [n] = {1, 2, . . . , n} be set nodes of the
network and R denotes a given probability distribution over
[1,∞). We will assume that every node i ∈ [n] has an inde-
pendent Poisson clock with rate ri where each ri, i ∈ [n], is
independently drawn from distribution R, at the beginning
of the algorithm. Starting with a single node which knows the
rumor, the push algorithm proceeds in asynchronous rounds.
When the clock of an informed node ticks, then the node
calls a random neighbor and transmits the rumor to it. We
let Tap be the random time that the push algorithm requires
to propagate the rumor to all n nodes of the network. The
push-pull algorithm is also defined so that when the clock
of a node rings, then the node contacts a randomly selected
neighbor and they exchange the rumor if at least one of
them is aware of the rumor. For every ε ∈ [1/n, 1− 1/n], we
will use Tapp,ε to denote the random time that the push-pull
algorithm needs to inform (1 − ε)n nodes. Our first result
concerns the push algorithm for which we assume that R
has a bounded mean and variance. Here, we show that the
spreading time of the protocol is concentrated around its
mean.

Theorem 1.1. Suppose that R is a given distribution with
mean µ = O(1) and variance σ2 = O(1). Then,

E [Tap] =
2 logn

µ
±O(1).

Moreover, with probability 1−o(1), Tap = 2 logn
µ

±ω(
√
logn).

In the next result, we analyze the push-pull protocol for
which probability distribution R follows a power law with
β ∈ (2, 3). We consider the power law distributions as they
have been observed in many natural phenomena such as de-
gree distribution of complex networks [2], file popularities
in cache networks [5] and etc. More specifically, the power
law distribution with β ∈ (2, 3) has a bounded mean and
unbounded variance. Our proof technique for showing this
result might be of independent interest.

Theorem 1.2. Suppose that R is a power law distribution
with β ∈ (2, 3) and we have a fully connected network of size
n. Before the algorithm starts each node u has a Poisson rate
ru randomly drawn from distribution R. Let ε ∈ [1/n, 1−1/n]
be an arbitrary number. Then, we have

E [Tapp,ε] = O(1 + log 1/ε).

To show the expected spreading time, we analyze the algo-
rithm in three consecutive phases namely, initial, middle and
final phase. In the initial phase, we show that the protocol,
in expectation, requires O(1) time to inform (n/ log2 n)1/β−1

nodes. To do so, we define a sequence of deterministic inte-
gers, namely, w0, w1, . . ., where w0 is constant and show that
there exists k = O(log logn) such that w2k ⩾ (n/ log2 n)1/β−1.
Here, we alternatively consider the pull and push opera-
tion. For some i ⩾ 0, let us start with w2i informed nodes.
Considering only the pull operation, a node u with ru ⩾
w2i+1 will be informed in 2−i time, in expectation. When u
gets informed, we consider the push algorithm and inform
w2i+2 nodes in 2−i time and hence the algorithm informs
w2k, in

∑
i 2

−i+1 = O(1) time. The middle phase starts

with (n/ log2 n)1/β−1 informed nodes and ends with Ω(n)
informed nodes. In this phase, however, we define a different
sequences, we apply a similar technique to show the average
time is a constant. The final phase starts with at least n/c
informed nodes for some constant c and ends when (1− ε)n
nodes get informed. Recall that the clock of every uniformed
node ticks at arrival times of a Poisson process of rate at least
1. Each pull attempt calls an informed node with probability
at least 1/c, because n/c nodes were informed in the previ-
ous phase. Therefore, the waiting time for an uninformed
node to get informed is distributed as an exponential dis-
tribution with constant rate. Applying the order statistics
of exponential random variables shows that the phase ends
after O(log 1/ε) time, in expectation.

1.2 Related Work

Researchers have extensively studied the spreading time of
the synchronous push and push-pull protocols. In one of
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the first papers in this area, Fireze and Grimmett [14] an-
alyzed the spreading time of the synchronous push proto-
col on a fully connected network with n nodes and showed
that the spreading time is log n ± o(logn). The result was
later strengthened by Pittel [24]. Karp et al. [20] studied the
spreading time and the message complexity of the synchro-
nous push-pull on fully connected networks. They showed
that usingO(n log logn) messages the protocol requires log3 n+
O(log log n) rounds to inform all n nodes. Besides the com-
plete network, the protocols have been studied on various
network topologies (e.g., see [10–12]). Giakkoupis [15, 16]
derived an upper bound for the spreading time of the syn-
chronous push-pull algorithm in terms of expansion profile
of the network that is O(min{ logn

Φ
, logn log∆

α
}), where Φ ,

α, and ∆ denote the conductance, vertex expansion, and
maximum degree of the network, respectively.Seeking for
a more realistic model, recently, the asynchronous rumor
spreading protocols on networks have also received much
attention. Boyd et al. [4] proposed the asynchronous push-
pull protocol on the complete network in order to drop the
assumption that the nodes act in a synchronized manner.
In this model, each node has an independent Poisson clock
with rate 1. When the clock of a node rings, the node con-
tacts a random neighbor to exchange the rumor. Panagiotou
and Speidel [23] studied the spreading time of the asyn-
chronous push-pull protocol on Erdös-Rényi random graphs
Gn,p, for any p > logn/n. They showed that the spread-
ing time is logn + O(1) which is almost unaffected by p.
Moreover, they quantified the robustness of the protocol
with respect to transmission and node failures. The algo-
rithm was also studied on preferential attachments [8] and
Chug-Lu random graphs [13]. Let G be a given network
with n nodes and assume that Ts(G) and Ta(G) are the
spreading time of a synchronous and asynchronous rumor
spreading algorithm (push, pull or push-pull) on G, respec-

tively. Acan et al. [1] studied the ratio Ts(G)
TaG

and prove that

Ω(1/ logn) ⩽ Ts(G)
TaG

⩽ O(n2/3). More recently, Giakkoupis et

al. [17] also showed that Ta(G) = O(Ts(G)+log n). Moreover,

they improved the upper bound for Ts(G)
TaG

to n1/2(log n)O(1),

settling down a conjecture in [1], positively.
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